Recent studies on the adsorption system approach mainly the development of advanced adsorbent materials that give improved adsorption capacity and higher mass and heat transfer rates [1–6]. Comprehensive experimental studies of the physicochemical properties and some application researches of the composite adsorbents have been reported [1–6]. All their studies point out that the composite adsorbents present a higher adsorption capacity and can be regenerated at lower temperature values. However, conclusions on the feasibility of these materials for adsorption systems can only be drawn after dynamic analysis of the composite adsorbent behaviour under real operating conditions of adsorption systems.

In the last few years, neural network have attracted more and more interest as predictive models due to the fact that they are able to approximate any continuous non-linear functions [7, 8], being applied widely in the process modeling and control [9]. Thus it was concluded that the artificial neural networks (ANNs) model gives better results than regression technique for predicting results (output) from adsorption database [10]. Otherwise, ANNs offer some quite interesting possibilities for rapidly developing non-linear process model. In addition, the main feature of the neural networks - the establishment of complex relationships between data through a learning process, with no need to propose any model to correlate the desired variables - makes this technique very useful in the modeling of processes where traditional mathematical modeling is difficult or impossible.

Therefore, in this work is presented an ANNs study of gas drying by adsorption in fixed bed of composite materials with porous matrix. The experimental investigations were carried out using LiBr-impregnated silica gel grains of different shapes, and air at different values of the flow rate and air moisture. The experimental data were employed in the design of the feed forward neural networks for modeling the evolution in time of some adsorption parameters, such as adsorption rate, water concentration in the bed, water vapor concentration in air at the exit from the fixed bed, drying degree and rate respectively. Based on these adsorption parameters, two composite adsorbent materials having porous matrices were compared.
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**Overview on artificial neural networks**

Neural networks were originally inspired as being models of the biological nervous system. Thus ANNs might store experiential knowledge and make it available for use [11]. In predicting an input-output response, ANN is viewed as a “black box” due to its mathematics involved is difficult to comprehend but very simple to implement. In recent years, there has been a growing interest in the application of ANNs in chemical engineering [12-14].

The most popular neural network architecture in engineering investigations is the multilayer perceptron (MLP) [15].

An artificial neural network model that represents a MLP structure is written as:

\[ y = f(U) = W_0 \cdot \tanh(W_i \cdot U + B_i) + b_0 \]  \hspace{1cm} (1)

where:

- \( y \) is the output of the neural network model,
- \( U \) – a column vector of size \( p \) that contains the \( p \) inputs of the process;
- \( W_i \) – a row vector of size \( n \) that contains the weights of the neural network model from the hidden layer to the output;
- \( W \) – a matrix that contains the weights of the neural network model from the inputs to the hidden layer. This matrix has \( n \) rows and \( p \) columns;
- \( B \) – a column vector of size \( n \) that contains the biases from the input to the hidden layer of the neural network model;
- \( b_0 \) – the bias (scalar) from the hidden layer to the output of the neural network model;
- \( \tanh(W_i \cdot U + B_i) \) - a column vector that contains the hyperbolic tangent of the elements of the vector \( W_i \cdot U + B_i \) [16].

First, the neural network is trained in order to calculate optimal values of the weights. When the number of data used for training is huge or the number of hidden nodes is large, then the training may take a long time. Once the network is trained, it can be tested on a different set of data than that used for training. It is a good approach to divide the given input/output data into two parts: one part (about 70%) is used for training whereas the other part usually smaller is used for testing the neural network model. The testing data set is reserved to validate the trained network [17].

Training and testing of the networks were performed by means of the NeuroSolutions software, using the Marquardt algorithm and cross validation.

In the studied case, the
A neural network model was determined as having four neurons in input, one hidden layer with eight neurons and one output, MLP (4:8:1).

Experimental part
In the experimental investigations was used a laboratory installation consisting in an adsorption column, a wetting air column, a fan and devices for measuring and controlling temperature and air flow rate. A full description of the experimental installation employed to obtain the data needed in this study can be found in [18].

The investigations were carried out using two types of composite adsorbent materials obtained from spherical silica gel particles having a diameter of $2.57 \times 10^{-3} \text{m}$ by impregnation with LiBr. The two composite materials, MCSS2 and MCS2, differ by their geometrical shape, MCSS2 having a spherical shape, while MCS2 a non-spherical shape. Experimental investigations were performed under atmospheric pressure at an initial value of air temperature of $38^\circ \text{C}$, using wet air as gaseous phase at two values of the relative humidity: 60 and 85 %, and at several values of air flow rate: 0.3, 0.6 and $1.2 \text{ m}^3/\text{h}$.

The adsorption process was achieved in fixed granular bed of composite materials under dynamic regime. The geometrical parameters of the fixed adsorbent bed were $0.15 \text{ m}$ in height and $2.95 \times 10^{-2} \text{ m}$ in diameter.

Results and discussions
In order to study the adsorption process, the water concentration in the fixed bed, $X$, water concentration of air at the fixed bed exit, $C$, adsorption rate, $\nu_a$, drying degree, $\eta_u$, and drying rate, $\nu_u$, were considered as functions of type $y = f (\text{material}, C_0, M_\nu, t)$, where: materials used were MCSS2 or MCS2, $C_0$- water vapor concentration of wet air at the entrance in the fixed bed, $M_\nu$- flow rate of the wet air and $t$- time of adsorption. These parameters are defined as follows:

$$X = \frac{\Delta m + m_0 \cdot x_0}{m_0 (1 - x_0)}$$

where:
- $m_0$ - mass of adsorbent bed at $t = 0$, kg;
- $\Delta m$ - mass of water uptake of the bed, kg;
- $x_0$ - water mass ratio in adsorbent at $t = 0$;

$$\nu_a = \rho_v \frac{dx}{dt}$$

where:
- $\rho_v$ - apparent density of packing, kg . m$^{-3}$;

$$\eta_u = 1 - \frac{C}{C_0}$$

where:
- $C$, $C_0$ - water vapor concentration in gas phase at the entrance and respectively exit of the adsorbent bed, kg . m$^{-3}$;

$$\nu_u = \frac{1}{\nu_v} \frac{dv}{dt}$$

where:
- $W$ - water vapor quantity removed from air flux, kg.
- $V$ - gas volume, m$^3$.

The 445 experimental data points corresponding to the above-mentioned variables were collected and processed. The four variables listed in the right-hand side of above equation were considered as input variables while the $X$, $C$, $\nu_a$, $\eta_u$ and $\nu_u$ were considered as the output values. Thus, the variables $R$, $\text{MSE}$, and $\text{MAE}$ were used to determine the best fit of the experimental data. The results are presented in Table 1.

<table>
<thead>
<tr>
<th>Variable</th>
<th>$R$</th>
<th>$\text{MSE}$</th>
<th>$\text{MAE}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X$ (kg/kg)</td>
<td>0.9967864</td>
<td>2.6574E-05</td>
<td>0.00406677</td>
</tr>
<tr>
<td>$C$ (kg/m$^3$)</td>
<td>0.997073</td>
<td>2.00E-07</td>
<td>0.0003346</td>
</tr>
<tr>
<td>$\nu_a$ (kg/m$^3$ s$^{-1}$)</td>
<td>0.988196</td>
<td>2.0085E-08</td>
<td>0.0011103</td>
</tr>
<tr>
<td>$\eta_u$</td>
<td>0.9982809</td>
<td>3.227E-13</td>
<td>3.9882E-07</td>
</tr>
<tr>
<td>$\nu_u$ (kg/m$^3$ s$^{-1}$)</td>
<td>0.9990092</td>
<td>0.00011403</td>
<td>0.00763676</td>
</tr>
</tbody>
</table>

Fig. 1a-d. NN predictions ($X$, $C$, $\nu_a$, $\eta_u$ and $\nu_u$) versus experimental values for several training sets: a) water concentration of MCS2 at $C_0 = 0.0204 \text{ kg/m}^3$ and $M_\nu = 1.2 \text{ m}^3/\text{h}$; b) water vapours concentration of wet air at the exit from the fixed bed of MCSS2 at $C_0 = 0.0293 \text{ kg/m}^3$ and $M_\nu = 0.6 \text{ m}^3/\text{h}$; c) adsorption rate at the exit from the fixed bed of MCSS2 at $C_0 = 0.0293 \text{ kg/m}^3$ and $M_\nu = 0.6 \text{ m}^3/\text{h}$; d) drying rate of MCS2 at the exit from the fixed bed at $C_0 = 0.0293 \text{ kg/m}^3$ and $M_\nu = 0.6 \text{ m}^3/\text{h}$.

Table 1

<table>
<thead>
<tr>
<th>Variable</th>
<th>$R$</th>
<th>$\text{MSE}$</th>
<th>$\text{MAE}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X$ (kg/kg)</td>
<td>0.9967864</td>
<td>2.6574E-05</td>
<td>0.00406677</td>
</tr>
<tr>
<td>$C$ (kg/m$^3$)</td>
<td>0.997073</td>
<td>2.00E-07</td>
<td>0.0003346</td>
</tr>
<tr>
<td>$\nu_a$ (kg/m$^3$ s$^{-1}$)</td>
<td>0.988196</td>
<td>2.0085E-08</td>
<td>0.0011103</td>
</tr>
<tr>
<td>$\eta_u$</td>
<td>0.9982809</td>
<td>3.227E-13</td>
<td>3.9882E-07</td>
</tr>
<tr>
<td>$\nu_u$ (kg/m$^3$ s$^{-1}$)</td>
<td>0.9990092</td>
<td>0.00011403</td>
<td>0.00763676</td>
</tr>
</tbody>
</table>
each ANN presents four input variables and one output variable.

In the training phase, the statistical parameters: linear correlation coefficient (\( R \)), mean squared error (\( \text{MSE} \)) and mean absolute error (\( \text{MAE} \)) (table 1) indicate that the neural models describe well the adsorption process.

Several examples are presented in figure 1 that shows a comparison between experimental data and neural network predictions on training data. A good agreement is emphasized proving that the neural model has learned well the behaviour of the studied process.

The purpose of direct neural modeling lies in the obtaining the network (group of formula) describing the dependences between the experimental data defining the investigated process. The elaborated neural model was then applied for several sets of experimental data in order to generate the necessary outputs. For validation, there were used new data that were not employed in the network training. In the studied case, the network MLP (4:8:1)
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**Fig. 1e. NN predictions (X, C, v, h, and v) versus experimental values for several training sets e) drying degree of MCSS2 at \( C^0 = 0.0293 \text{ kg/m}^3 \) and \( M_2^0 = 0.6 \text{ m}^3/\text{h} \)**

<table>
<thead>
<tr>
<th>Type of composite material</th>
<th>( C^0 ) (kg/m(^3))</th>
<th>( M_2^0 ) (m(^3)/h)</th>
<th>Time (min)</th>
<th>( y_{exp} )</th>
<th>( y_{car} )</th>
<th>Relative error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCSS2</td>
<td>0.0204</td>
<td>0.3</td>
<td>30</td>
<td>0.031000408</td>
<td>0.03200937</td>
<td>3.24</td>
</tr>
<tr>
<td>MCSS2</td>
<td>0.0204</td>
<td>0.6</td>
<td>10</td>
<td>0.02143944</td>
<td>0.02349927</td>
<td>9.61</td>
</tr>
<tr>
<td>MCSS2</td>
<td>0.0204</td>
<td>0.6</td>
<td>120</td>
<td>0.14768898</td>
<td>0.14827194</td>
<td>0.39</td>
</tr>
<tr>
<td>MCSS2</td>
<td>0.0204</td>
<td>1.2</td>
<td>30</td>
<td>0.07530676</td>
<td>0.07140914</td>
<td>5.17</td>
</tr>
<tr>
<td>MCSS2</td>
<td>0.0293</td>
<td>0.6</td>
<td>30</td>
<td>0.07059647</td>
<td>0.07917837</td>
<td>12.30</td>
</tr>
<tr>
<td>MCSS2</td>
<td>0.0293</td>
<td>0.6</td>
<td>120</td>
<td>0.18916776</td>
<td>0.1894523</td>
<td>0.15</td>
</tr>
<tr>
<td>MCSS2</td>
<td>0.0293</td>
<td>0.3</td>
<td>80</td>
<td>0.06927425</td>
<td>0.07192511</td>
<td>3.00</td>
</tr>
<tr>
<td>MCSS2</td>
<td>0.0293</td>
<td>0.6</td>
<td>20</td>
<td>0.03930279</td>
<td>0.03990419</td>
<td>1.53</td>
</tr>
<tr>
<td>MCSS2</td>
<td>0.0293</td>
<td>0.6</td>
<td>90</td>
<td>0.13902848</td>
<td>0.13721384</td>
<td>1.30</td>
</tr>
<tr>
<td>MCSS2</td>
<td>0.0293</td>
<td>1.2</td>
<td>30</td>
<td>0.09502154</td>
<td>0.09313494</td>
<td>1.98</td>
</tr>
<tr>
<td>MCSS2</td>
<td>0.0293</td>
<td>0.6</td>
<td>10</td>
<td>0.02706771</td>
<td>0.02858971</td>
<td>5.62</td>
</tr>
</tbody>
</table>

\[ y = x (\text{kg/kg}) \]

\[ y = C (\text{kg/m}^3) \]

\[ y = \nu_0 (\text{kg/m}^2) \]

\[ y = \nu_1 (\text{kg/m}^3) \]

\[ y = \nu_2 (\text{kg/m}^3) \]

Table 2
STATISTICAL CHARACTERIZATION FOR VALIDATION PHASE OF MLP (4:8:1).
received inputs unemployed in the training process and generated output values. The achieved results are presented in table 2.

The good results obtained in the validation stage allow the utilization of the neural model in order to perform predictions corresponding to other operating conditions than the experimental ones. In this way, there were considered both types of composite materials, the two values of \( C_0 \) (table 2), air flow rate and time were varied from 0.1 m\(^3\)/h to 2 m\(^3\)/h, respectively, from 0 to 120 min. with a 5 min. step. Thus, a high number of data (approximately 5000) were generated and employed in order to describe the adsorption process on the used composite material on a range wider than that experimentally investigated as presented in figures 2-6.

In figure 2 are shown the neural network predictions for water concentration in both composite materials as function of time, maintaining the same air moisture at the entrance of the fixed bed, at several values of the air flow rate.

As it can be seen, water concentration in adsorbents increases in time, while increasing of air flow rate.
accelerates the adsorption process. Though both composite adsorbents behave almost similarly at low air flow rate values, MCS2 shows rather better adsorption characteristics for water vapours at high values of the air flow rate.

In figures 3 and 4 are described the variations in time of water vapor concentration of wet air at the exit from the fixed bed and drying degree at several values of air moisture.

Water vapor concentration of wet air at the exit from the fixed bed increases in time and at high values of air moisture. This is due to a higher driving force of adsorption process. On the contrary, the drying degree decreases in time and with lower values of air moisture.

In figure 5 are depicted the time dependences of adsorption rate for both composite adsorbents corresponding to several values of air flow rate.

Increasing air flow rate leads to higher adsorption rates, which is due to weaker resistances to the external mass transfer.

In figure 6 are compared the evolutions in time of the drying rate for both composite adsorbents at two values of water vapor concentration of wet air at the entrance in the fixed bed.

Conclusions

A neural network modeling for the process of gas drying by adsorption is presented in this paper. The obtained model renders the evolution in time of the adsorption rate, \( v^a \), drying rate, \( v^d \), drying degree, \( \eta^{vd} \), water vapor concentration of wet air at the fixed bed exit, \( C \), and water concentration in the fixed bed, \( X \). Also, two composite adsorption materials were compared and it was emphasized that non-spherical silica gel grains impregnated with LiBr presents slightly higher adsorption characteristics than spherical silica gel grains impregnated with LiBr.

Data predicted in the training phase were compared with the experimental data on which the training phase was based. The very good agreement between model and experimental data proved that the neural network learned well the behavior of the adsorption parameters. Moreover, the predictions of the neural networks were compared with another set of experimental data that were not employed in the training phase. Therefore, the suggested neural network can be easily used to interpolate and extrapolate data of the adsorption process investigated for different conditions.
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